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The Enterprise Challenge
Historically the Commonwealth’s approach to designing data elements in the application development process has been done with a narrow focus on traditional business needs in compliance with agency approved technology standards. The absence of an enterprise view on how the data could or should be utilized in non-traditional uses and global standards has created what Gartner refers to as a ‘spaghetti’ data environment, which is highly fragmented with significant duplication.
To transition the Commonwealth from a tactical approach on data use to a strategic role, we must change our views on data ownership and access, and position it to be used for all decisions that benefit the entire Commonwealth. Data is the strategic resource owned by the Commonwealth and a holistic view in a timely manner is key and essential for improved results when making economic development, budget, and policy decisions.
The Vision

The vision of the Kentucky Enterprise Data Architecture (KEDA) project is to create an environment that allows data integration, eliminates data duplication, improves data operation costs, and establishes a framework to support strategic business initiatives. 
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Kentucky Enterprise Data Architecture Framework
In agreement with the ‘Data Management Body of Knowledge’ published by the Data Management Association (DAMA), this architecture will consist of nine defined components. By focusing efforts on proper enterprise strategic planning, tactical benefits can be realized by allowing more agencies to share data, achieving a more complete view of state government and our citizenry. This aligns with Governor Fletcher’s Prescription for Innovation initiative to “improve citizen services and promote economic development through e-government.”
Benefits of the KEDA efforts include increased efficiency and effectiveness of service delivery via:

· Increased Data Interoperability: Facilitate the elimination of point-to-point architecture and the increased proliferation of enterprise-based systems. 

· Increased Data Reliability: Facilitate agency level comprehension of standardized data elements and the ability to communicate within and between agencies about data with a clear understanding of its meaning.

· Broader Business Support: Facilitate new enterprise or multi-agency business solutions

· Decreased Redundancy: Facilitate the elimination of redundant data, decreasing Commonwealth hardware, software and support resource costs.  

· Decreased Cost of Development: Facilitate reduction in logical and physical database design time by utilization of established standards. 
Data Governance 
Authority
Primary responsibility for establishing the Enterprise Data Architecture resides with the Commissioner of the Commonwealth Office of Technology, who serves as the Commonwealth’s Chief Information Officer.  The Commissioner is supported by the Division of Data Architecture, the Division of Enterprise Policy and Project Management, Subject Matter Experts in each of the individual strategy disciplines and other state technology organizations, colleagues in the Data Strategy community, and professional data organizations, such as DAMA International and The Data Warehouse Institute (TDWI).
Task Force
An Interagency Task Force (ITF) has been established to provide initial direction and approval of the KEDA strategy. This group will serve in a strategic capacity as the Executive Steering Committee of the initiative. 
Governance
Governance of the Enterprise Data Architecture will reside with the Enterprise Architecture Standards Committee (EASC), comprised of members selected by the Commissioner of Technology from recommendations made by the Commonwealth Technology Council. This Committee will be responsible for setting data architecture policy and standards for adherence throughout the organization. Where necessary, a subcommittee of technical experts from a representative segment of EASC member agencies will be called upon to further clarify issues and propose standards to the EASC at large.
Data Stewardship
The role of Data Stewards within each agency needs to be agreed to by the ITF and addressed within the EASC. These individuals will have primary responsibility for a data subject area across business processes and applications and will be the ‘first line of defense’ to assure the quality of data is enforced and enterprise standards are adhered to. Their primary role will be to understand the data, business rules and toolsets in order to properly define the data and monitor the quality, accuracy, consistency, security, and privacy. This can eliminate costs, improve decision making capabilities and, over time, improve the overall efficiency of the enterprise.
Administration of Enterprise Data Toolsets
The role of administering the Enterprise Data toolsets will reside within the Commonwealth Office of Technology. Some tools will be administered within the Office of Application Development while others will be administered within the Office of Infrastructure Services, depending on functional area of support (e.g. Data Profile vs. DBA).
Data Architecture, Analysis & Design 
Enterprise Data Inventory
One of the most important activities to begin with will be a Commonwealth-wide inventory of IT systems and their data elements. Performing this organizational assessment will enable us to take a holistic view of current data practices and determine the current state of our enterprise capabilities. This inventory of data elements will be used as a baseline metric. It will show potential data integration points within disparate systems where systems can possibly be combined, with minimal effort and cost, to eliminate redundancy and support costs. This inventory will also support other component parts of KEDA including: meta data, data quality and data design.

Enterprise Data Model
The development of an Enterprise Data Model has already begun with the creation of the Enterprise Common Data Framework (ECDF). This framework currently includes a data model for information related to individuals, organizations, and contact information (address, phone, email, etc.). Developed in cooperation with other Cabinets, this model will be the standard for any executive branch state agency database development efforts for Party and Contact information. Updates to the model will be monitored and approved via the EASC.
As additional business areas are reviewed and assessed from the Enterprise Inventory, they may be considered as potential enterprise standards. If approved by the EASC, logical data models with standardized definitions and attributes will be created, reviewed and proposed for inclusion within the ECDF.

Implementation of the ECDF database designs throughout state agencies during new system development will allow a mechanism by which to cross reference underlying relational data elements.  Policy will be proposed that future IT system Request For Proposals (RFPs) include standard verbiage requiring vendors to cross-reference their common data elements to the framework models as part of the project deliverables for any Commercial off the Shelf (COTS) or custom developed software solutions.
Additionally, future development of standardized Graphical User Interfaces (GUIs) by COT’s Office of Application Development for ECDF approved functions will significantly decrease development time for new applications. Functionality within those GUIs (add, update, delete, query, etc.) would utilize reusable code and/or web services and existing Service Oriented Architecture. These GUIs would be available for utilization by other agencies within the Commonwealth.
Logical Data Modeling
Within COT’s Office of Application Development (OAD), data models are being created for all new projects undertaken. The Data Services Branch is working diligently to reverse engineer data models for every system OAD supports into the ERwin data modeling tool. Modifications are tracked as a new model version to allow a complete audit trail of every modification made to the model. In this way, data models will be associated with specific releases of applications.
The Data Services Branch will be available to provide data modeling services or training in the use of the modeling tool to any agency on request. Agencies will be encouraged to develop internal data modeler resources as well, and begin building their own repository of data model versions.

A recommendation will be made to the EASC that any significant development effort in the Commonwealth will require the creation of a logical data model during the project‘s Analysis Phase. This assures that the data structure is viewed as an enterprise asset that meets approved standards, rather than as a mere grouping of individual system fields.
Database Management 
Standards
To assure consistency across the Enterprise, standards will be reviewed/developed to address such areas as Backup, Recovery, Archive, Retention, and Purge requirements, and Database Implementation, Versioning and Change Control procedures. Database Administrators will be an integral part of this process.

Technology Management
Within the current enterprise standards for Database Management Software (2400), DB2 for z/OS, Oracle, and Microsoft SQLServer are accepted Database Management System standards. At this time, there is no need to expand beyond these capabilities. However, if a determination is made to support the creation of a physical Enterprise Data Warehouse in the future, the amount of compiled data could quickly outgrow the capabilities of these databases. During planning for such an undertaking, larger-scale products may need to be evaluated for consideration as an additional enterprise standard.
Performance Monitoring
System performance can be directly related to 5 components: hardware, operating system, application, communications and database. In relation to the database performance, the key criteria are: query response time, transactions/period of time, and elapsed time for ETL (extract, transform, and load). Sufficient capacity planning needs to be done during requirements gathering sessions to understand who and how the application is to be used. For this reason, it is essential that proper benchmarking and system testing be conducted before any application is put into production. For COT-supported systems, this performance measurement will be performed by the Office of Infrastructure Service’s Database Administrators with results analyzed by OAD’s Quality Assurance Branch. Other agencies will be encouraged to utilize these services or to perform similar testing on their internally developed or purchased software products before implementation.
For systems in Production, individual database performance tuning is the responsibility of the Database Administrator assigned to the application. Additional items to be considered for measurement are application usage, Production response time, hardware resource utilization, data dormancy and user satisfaction. These items can be monitored at the request of the customer or as part of post-implementation as agreed to during the Project Initiation Phase. System and data performance should be revisited if there are any changes in the system functionality or user/transaction volume.
Data Security Management  
Standards Development
Before any data is recommended for sharing across the enterprise, a robust data privacy/security policy will be recommended to the EASC to include, but not be limited to, such areas as: access control, risk assessment, monitoring, accountability, incident handling and notification, mobile controls, and consistency of coverage. Efforts are underway with COT’s Chief Information Security Officer and the Identity Access Management Task Force to review/update existing Data Security standards. These standards follow guidelines established by the National Institute of Standards and Technology. Where necessary, data security will be maintained at the individual field level to assure maximum protection. Data encryption (at rest and/or in transport) will be utilized where necessary based on the sensitivity of the data.
Access Permission
Upon establishment of a federated or actual Enterprise Data Warehouse, agencies providing or requesting access to other agency information will be required to sign Memorandums of Understanding (MOU)/Memorandums of Agreement (MOA) to allow authorization and utilization of the data. These MOUs/MOAs will be reviewed on a scheduled timeframe to assure accuracy and reaffirm approval. Criteria will be established for all shared data to confirm the level of accessibility by appropriate agency job function.
Privacy
Data that cannot be released as individual records due to privacy regulations may instead be offered as compiled data, as allowed, to show established trends across the Commonwealth.
Data Quality Management 
Data Quality Analysis
According to a 2005 Deloitte Consulting survey, nearly 80 percent of respondents reported problems with the accuracy, timeliness, and availability of information for management decision making. Through the use of the Enterprise Common Data Framework described previously, we will significantly improve the quality of common data elements in the Enterprise.
Within the Enterprise Data toolset we will have access to a data profiling tool, which will allow us to document how good the data in a system is via data quality ratings. Gartner reports that agencies that measure data quality are three times more likely to report higher data quality over a three-year period.
Data Cleanup Programs
The Data Warehousing Institute (TDWI) estimates that poor quality customer data costs U.S. businesses a staggering $611 billion a year in postage, printing and staff overhead. COT will offer a service to agencies to evaluate the quality of their data. They will be able to use this service to reduce redundant data records (e.g., Bill Smith, William Smith, and Mr. W. Smith) as well as to evaluate the accuracy of the data input or, no less importantly, not input by staff (e.g., phone number ‘999-999-9999’). These profiling efforts will be essential to the success of enterprise data conversion projects such as for the Comprehensive Tax System, the Kentucky Human Resources Information System, and similar large legacy system replacements, reducing source analysis time by up to 70% over manual analysis. During initial profiling efforts, COT staff will work with agency Data Stewards to explain data profiling and monitoring as a long-term function versus a quick-win task.
Data Quality Requirements Analysis
Best practices are being published by OAD (http://oadbp.ky.gov/) for proactive data quality improvement during system development by focusing on the four major categories of Data Integrity errors – correctness, integrity, presentation, and application. By establishing these as Enterprise best practices, data integrity at the input source will improve, thereby increasing the quality of the data at every point of utilization downstream, including predictive analysis. These best practices can be utilized as the basis for additional test cases to successfully validate that data quality requirements were met.
Data Warehousing & Business Intelligence Management  

Data Mining / Predictive Analysis
According to Gartner, enterprise data collection doubles each year, yet enterprise personnel have less knowledge about the data that is collected. In the same 2005 Deloitte Consulting survey mentioned above, 80 percent of respondents indicated their data quality was insufficient for use in forward-looking management planning and strategy formulation. Data must be available across agency boundaries to allow executive level management to perform Predictive Analysis. This analysis can only be done if an unprecedented depth and breadth of data are available for rapid query to currently unknown opportunities.
OLAP Analysis
Online Analytical Processing (OLAP) should be performed separately from Online Transactional Processing (OLTP) when it is possible and cost effective to avoid interference with the day-to-day operation of the data input system. To reduce costs, predefined reports that provide tactical information may be run against the OLTP system, if necessary, during non-transactional hours.
Ad Hoc Query & Reporting
OLAP data warehouses should be designed to allow Ad Hoc reporting. However, the ability to run Ad Hoc queries should be limited to a relatively small subset of knowledgeable end users who are extremely familiar with the data. The agency Data Stewards could be included within this subset. Ad Hoc reporting should not require technical expertise with a particular programming language or SQL; rather it should be initiated from an intuitive ‘drop and drag’ or ‘point and click’ Graphical User Interface (GUI).

Enterprise Reporting
A Business Intelligence Competency Center (BICC) is an essential step to enterprise informational success. A BICC can leverage limited staff with specialized skills to align with business users and deliver a BI strategy. This approach is more effective than deploying teams for each individual project. The more efficiency state government can show in taking data, linking it across systems, and using it for proactive decision-making, the faster it can reduce costs and provide more informed decisions for the benefits of its constituents.

A well-qualified competency center staff can assist agencies in understanding their data as the basis for creating Key Performance Indicators (KPIs) for their specific business needs along with dashboards to effectively track those KPIs. Metrics and dashboards are no longer reserved for executive management only, and can lead to significant efficiency benefits at both the tactical and strategic levels.
Reference & Master Data Management  

Reference Data
Within the Enterprise Common Data Framework, there will be tables that contain standardized data that should not change over the foreseeable future (i.e., state abbreviations, county codes, etc). This data is classified as ‘reference data’. The data for these particular tables will be provided within the ECDF along with the table structures. Any additions or modifications to these datasets will need to be submitted to the EASC for consideration.
Master Data Management
A future offshoot of the Enterprise Common Data Framework will be the creation of a centralized Master Data Warehouse (MDW) for these standardized data elements, to be considered the ‘best standard’ for the Enterprise. This warehouse will be populated from the most reliable sources of information for each data area (citizen, business, physical address, etc.) as agreed to by the EASC data subcommittee. This Master Data will then be available for agencies to receive updates ‘near real-time’ or via batch on an agreed schedule (nightly, weekly, monthly, etc.). Over time, this process can be replaced by the creation of services that will validate information against the Master Data Warehouse real-time to assure input accuracy. This MDW will contribute to the elimination of redundancy and further improve data quality throughout the enterprise.
Meta data Management 
Meta data Standards
The Enterprise approach to meta data begins with our Enterprise Common Data Framework. Each data element within an approved model will have an EASC-approved standard definition and attributes. This information will be available to the enterprise within the established Enterprise Meta data Repository (EMR). This repository will also contain such useful information as the source system for the data element, any transformations that may occur (conversions, compilations) to the data, its downstream usage, business rules applied, dependencies, security, update methodology, etc. As additional common data models are considered to be added to the ECDF, all of the EMR standard information will need to be provided as part of the packet of information being reviewed.

Capture, Store & Maintain Meta data
The EMR will maintain the data from the Enterprise Inventory previously discussed. It will be the responsibility of each business area to assure input of all of their data elements for all future production IT systems acquired or purchased. This will keep the EMR up-to-date and useful, instead of devolving into an enterprise white elephant.
Query & Reporting
Data contained within the Enterprise Meta data Repository will be available to individuals doing Ad Hoc or Enterprise Query/Reporting to assure the correct fields are being accessed when joining information from disparate systems. The EMR will also assist in the identification of specific subroutines that will have to be modified during future system updates that affect particular data elements. This level of detail will prevent future ‘Y2K’ type data events and help alleviate some concern related to the potential 2008 retirement window.
Document, Record & Content Management 
Knowledge Management
Merrill Lynch has stated that upwards to 85% of all business information is in an unstructured or semi-structured data format such as documents, emails, spreadsheets, audio and video clips, etc. At this time, research is ongoing within the Division of Data Architecture to develop a strategy to deal with the numerous sources of unstructured and semi-structured data. There are many tools available to assist with this undertaking utilizing the Enterprise Service Bus. Beyond the current use of document storage systems (i.e., GOTSource) for internal storage of documents, COT, the ITF and the EASC will need to evaluate this subject once our initiatives for structured data are underway.
Geospatial Data Management
Kentucky leads the nation in Geographical Information Systems (GIS) and will continue to be on the cutting edge. A review/update of existing standards and policies will occur, with input from the Division of Geographic Information.
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